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Abstract

Objective: The goals of this article are as follows. First, to investigate the pos-

sibility of detecting autism spectrum disorder (ASD) from text data using the

latest generation of machine learning tools. Second, to compare model perfor-

mance on two datasets of transcribed statements, collected using two different

diagnostic tools. Third, to investigate the feasibility of knowledge transfer

between models trained on both datasets and check if data augmentation can

help alleviate the problem of a small number of observations.

Method: We explore two techniques to detect ASD. The first one is based on

fine-tuning HerBERT, a BERT-based, monolingual deep transformer neural

network. The second one uses the newest, multipurpose text embeddings from

OpenAI and a classifier. We apply the methods to two separate datasets of

transcribed statements, collected using two different diagnostic tools: thought,

language, and communication (TLC) and autism diagnosis observation

schedule-2 (ADOS-2). We conducted several cross-dataset experiments in both

a zero-shot setting and a setting where models are pretrained on one dataset

and then training continues on another to test the possibility of knowledge

transfer.

Results: Unlike previous studies, the models we tested obtained average

results on ADOS-2 data but reached very good performance of the models in

TLC. We did not observe any benefits from knowledge transfer between data-

sets. We observed relatively poor performance of models trained on augmented

data and hypothesize that data augmentation by back translation obfuscates

autism-specific signals.

Conclusion: The quality of machine learning models that detect ASD from

text data is improving, but model results are dependent on the type of input

data or diagnostic tool.
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1 | INTRODUCTION

Autism spectrum disorder (ASD) is a neurodevelopmental
condition with a lifelong impact on social relations, inde-
pendence, and everyday functioning. We will use the term
autism along with the acronym ASD to refer to the autism
spectrum condition. The prevalence of ASD, estimated at
2.8% in the United States and 1% worldwide, has consis-
tently risen over the past 20 years.1–3 Autism has become a
more recognizable social challenge. The diagnostic process
of autism is complex and demanding, should take into
account multiple sources of information, and involve vari-
ous specialists. Assessment relies on behavioral factors that
vary greatly from person to person. In many places around
the world access to specialists is limited, and waiting times
for specialist consultations and therapy are long. Machine
learning has the potential to provide tools to support clini-
cians in decision-making and serve as a great equalizer in
terms of access to diagnosis. Many studies have explored
various approaches toward improved digital screening, diag-
nostics, and digital therapies for children with autism.4,5

Numerous data modalities encode behavior-rich informa-
tion for machine-learning autism phenotyping. Among
them are data derived from questionnaires—once in paper
and pencil format, but today increasingly in digital form
(e.g., Reference 6). Another source of data is video record-
ings of interactions, typically involving infants and toddlers
(e.g., Reference 7). Studies using eye-tracking provide a spe-
cific type of data, namely gaze trajectories and visual atten-
tion, which have also been utilized for autism detection
using computational models (e.g., Reference 8).

Another source of data for machine learning is textual
data based on spoken or written language. Autistic indi-
viduals constitute a highly heterogeneous group in terms
of language and communication abilities across all lan-
guage subsystems, including pragmatics, semantics,
grammar, syntax, morphology, and phonology, as well as
verbal and non-verbal communication.9 Some individuals
on the autism spectrum are non-speaking, some experi-
ence delays and disorders in language development,
while at the other end of the spectrum are individuals
who fluently use speech and display structural language
skills within the typical range. At the same time, charac-
teristics of speech and communication are key symptoms
among the criteria for ASD.10 Atypical speech patterns
include—but are not limited to—echolalia, pronoun
reversal, idiosyncratic and stereotyped speech accompa-
nied by atypical intonation, volume, rhythm, or rate of
speech. One of the core features of autism is pragmatic
language deficits that are observed across the entire
autism spectrum in individuals with varying levels of
intellectual and linguistic abilities.11 Pragmatic language
refers to the social use of language in everyday interac-
tions and is essential for communicating one's thoughts,

ideas, and feelings. It includes using language for various
social purposes and the need to produce speech for
diverse social contexts. Examples of pragmatic skills
include adjusting one's speech to the audience and situa-
tion, using humor and irony, sharing information, sus-
taining conversation, and narrative skills.

Previous works that explored a similar scenario to
ours include,12 where the authors trained models on one
dataset and applied it to another. However, the scenario
was a cross-disorder one, between schizophrenia (SCZ)
and ASD. The results indicated that training the model
on the statements of patients with schizophrenia
improves the accuracy of recognizing people with ASD,
while training it on the statements of people with ASD
does not improve the accuracy of recognizing people with
SCZ. The paper used an older generation of text encoders

Significant outcomes

• We apply two state-of-the-art machine learning
methods to detect autism spectrum disorder
(ASD) from two datasets of transcribed state-
ments, collected using two different diagnostic
tools: thought, language, and communication
(TLC) and autism diagnosis observation
schedule-2 (ADOS-2). We report high classifi-
cation performance on TLC and average per-
formance on ADOS-2, in contrast to previous
studies.

• The type of text data is crucial to the effective-
ness of models.

• Data augmentation and knowledge exchange
between datasets (cross-dataset setting) do not
have a positive effect on the results achieved
by the models.

Limitations

• In terms of input representation, the limitation
of our experiments is the inability to use the
structure of diagnostic tools, for example, pagi-
nation in ADOS-2 or specific questions of TLC.
In other words, our approach results in one
aggregated embedding vector reflecting all
ADOS-2 pages or all TLC questions, and conse-
quently, question-specific or page-specific sig-
nals may be lost.

• The size of our samples, although large by clin-
ical standards, is barely sufficient for machine
learning. Deep learning models are typically
trained on tens of thousands of observations
or more.
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such as the Universal Sentence Encoder13 (not trained)
with a trainable classification model on top of it.

1.1 | Current study

In this work, we want to use two unique clinical text data-
sets related to ASD. Each comes from a different diagnos-
tic tool: thought, language, and communication (TLC)14

and autism diagnosis observation schedule-2 (ADOS-2).15

Both sets are equal and balanced, which means that they
contain the same number of people with the diagnosis as
people from the control group. Their unique feature is that
each of them allows the use of machine-learning methods.
In the case of methods of this type, the often assumed
minimum threshold is 50 observations. *Unfortunately,
numbers of this order are rarely achieved in clinical set-
tings, where the data collected is often of the order of sev-
eral or a dozen observations. Unfortunately, this makes it
impossible to use machine learning.

Our first goal is to explore the extent to which selected
state-of-the-art machine learning and natural language
processing tools allow automatic classification of texts as
coming from a person with ASD or a control group. On
this occasion, we will also examine whether automatic
augmentation of the training dataset improves models that
recognize the statements of people with ASD.

Our second goal is to test whether knowledge about
the characteristics of utterances produced by autistic peo-
ple can be transferred from one dataset to another. In
other words, we will check whether training the model on
the TLC set allows us to use this information to improve
the classification quality of the model on the ADOS-2 set,
and vice versa. Transfer of knowledge between both data-
sets and diagnostic tools seems possible, especially since
both datasets come from people with the same type of dis-
order. However, this still needs to be investigated. It is also
possible that the different types of utterances and charac-
teristics of both ADOS-2 and TLC make such a transfer
impossible for the tested machine-learning models.

2 | METHODS

2.1 | Participants

2.1.1 | Sample 1 (TLC)

The first sample comprised 50 participants: 25 adults
with a clinical diagnosis of ASD without co-occurring

intellectual disability (according to ICD-10 valid at the
time of diagnosis) and 25 demographically matched
healthy controls (Table 1). ASD diagnoses were con-
firmed with the Polish version of the ADOS-2 (Chojnicka
and Pisula15), which was completed by a certified diag-
nostician. In compliance with ADOS guidelines, in four
cases in which assessment was already performed in
adulthood, the examination was not repeated and the
score was obtained from the diagnostic center via written
consent given by the participant. ASD participants were
recruited from local therapy centers, support groups, and
internet groups. In the case of the control group, partici-
pants were recruited from volunteers with no history of
neurological or psychiatric disorders who responded to
online advertisements. They were paired with patients
with ASD based on their sex, age and parental education.
Textual utterances in this sample were collected using
the TLC Scale.

2.1.2 | Sample 2 (ADOS-2)

The second sample comprised 50 participants: 25 individ-
uals with idiopathic ASD without co-occurring disorder
of intellectual development and 25 neurotypical controls.
Participants were matched for age, gender, and ethnicity,
as well as verbal and nonverbal intelligence quotients
(Table 2). Inclusion criteria for participants were as fol-
lows: (1) age ≥7 years, (2) non-verbal IQ ≥80; (3) fluency
in Polish as a first and primary language; (4) absence of
hearing, sight, and mobility impairments; and (5) for the
ASD Group, a clinical diagnosis of ASD alongside meet-
ing criteria for autism spectrum on the ADOS-2, Autism
Diagnostic Interview-Revised (ADI-R), and Social Com-
munication Questionnaire (SCQ) assessments. Exclusion

TABLE 1 Demographics and clinical characteristics of the

Sample 1.

ASD S1
group (n = 25)

TD
group
(n = 25)

Females n 16 15

Chronological age in
years M (SD)

29.84 (6.39) 30.4 (6.08)

Nonverbal IQ M (SD) 125.44 (10.22) N/A

ADOS-2 overall total M
(SD)

10.67 (5.11) N/A

Verbal fluency raw score
M (SD)

28.44 (7.16) N/A

Verbal fluency
standardized M (SD)

�0.14 (1.16) N/A
*One example is the well-known scikit-learn cheat sheet. https://scikit-
learn.org/stable/tutorial/machine_learning_map/index.html

WAWER ET AL. 3
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criteria for the TD Group were: personal or family history
of neurodevelopmental or psychiatric disorders or sus-
pected developmental issues. Textual utterances in this
sample were collected using the Book Task from
ADOS-2.

2.2 | Measures

2.2.1 | Scale for the assessment of thought,
language, and communication

The TLC Scale14 contains six questions, four of which,
respectively, concern the patient and their family, the
person closest to the patient, and their interests and
childhood. Two of the questions are more abstract—they
ask why people get sick and why people believe in God.
The responses were recorded and then transcribed. Two
variants of the transcriptions were prepared for the
patient group—a full version and an edited one (frag-
ments were removed in which patients explicitly admit-
ted to being diagnosed with ASD). The TLC scale was
performed by an experimenter at the Institute of Psychol-
ogy of the Polish Academy of Sciences.

2.2.2 | Autism diagnosis observation
schedule, second edition

We also obtained language samples from the ADOS-2
Telling a Story from a Book task (Sample 2). The ADOS-2
is a standardized, semi-structured instrument allowing
assessment of social interaction, communication, play/
imaginative use of materials, and patterns of behaviors.16

The Telling a Story from a Book task assesses the partici-
pant's ability to narrate a sequential story from a book of
pictures. It also provides a context for comments about
social relationships, characters' feelings, and responses to
conventional humor. In all assessments, we used the pic-
ture book “Tuesday” by David Wiesner. The book por-
trays the adventures of frogs who, one Tuesday evening,

fly to the nearest town on lily pads. The illustrations
depict unreal and humorous situations, capturing various
mental and emotional states of the characters. According
to the procedure, the examiners could give prompts to
encourage participants to describe a story, such as “I
wonder what happens next.” However, examiners were
instructed not to label characters' emotions in their
prompts.

Recorded narrations were transcribed by two experi-
enced, trained transcribers who were blind to group sta-
tus and were trained to greater than 80% reliability. One
of the transcribers reviewed the transcripts, aligning
them with audio recordings to resolve discrepancies.

2.3 | Machine learning for detecting
autism

This section describes machine learning models used to
detect autism from textual utterances.

2.3.1 | HerBERT

The first approach is based on fine-tuning a pretrained
transformer neural network to recognize textual utter-
ances written by people with ASD, where the task is
posed as text classification.

Pretraining involves teaching the model a broad
understanding of language from huge datasets while fine-
tuning adapts this knowledge to specific tasks (also
named downstream tasks). The knowledge acquired in
pretraining improves the model performance in text clas-
sification on downstream task data.

The networks typically used in such scenarios are
based on transformer architecture. The basic transformer
building block is the self-attention layer,17 inspired by
human cognitive attention. Self-attention utilizes three
weight matrices: the query, the values, and the keys,
adjusted as model parameters during training. The three
matrices can be considered as a single attention head and

TABLE 2 Demographics and clinical characteristics of Sample 2.

ASD S2 group (n = 25) TD S2 group (n = 25) p-Value

Females n 3 3

Chronological age in years M (SD) 14.55 (5.46) 14.38 (5.83) 0.92

Nonverbal IQ M (SD) 109.08 (13.04) 114.64 (12.50) 0.13

Verbal IQ M (SD) 108.28 (18.30) 113.12 (14.33) 0.20

ADOS-2 overall total M (SD) 13.60 (5.23) 2.48 (3.22) <0.001

SCQ overall total M (SD) 22.19 (6.01) 3.60 (5.78) <0.001

4 WAWER ET AL.
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are used to transform the input sequence. Multiple
stacked transformer layers form an encoder block.

The most well-known application of pretraining to
the transformer architecture is BERT,18 which stands for
Bidirectional Encoder Representations from Trans-
formers. The BERT model was pretrained on simple tasks
such as predicting a word given its context and predicting
the next sentence given the previous one. When first
released in 2019, BERT set several records for multiple
language-based tasks such as whole text or sequence clas-
sification, demonstrating the power and flexibility of such
simple pretraining. BERT was originally implemented in
the English language in two model sizes: base, of
12 encoders with 12 bidirectional self-attention heads
totaling 110M parameters, and large, of 24 encoders with
16 bidirectional self-attention heads totaling 330M
parameters.

In our experiments we used HerBERT, which is a
monolingual, Polish-only BERT-based Language Model
trained using masked language modeling (MLM) and
sentence structural objective (SSO) with dynamic mask-
ing of whole words.19 HerBERT was trained on six differ-
ent corpora available for the Polish language: CCNet
Middle and Head, the National Corpus of Polish, Open
Subtitles and Wikipedia in Polish, and Wolne Lektury
(a collection of school books). The training dataset was
tokenized into subwords using a character-level byte-pair
encoding with a vocabulary size of 50k tokens. We used
two variants: large (allegro/herbert-large-cased) with
330M parameters and base (allegro/herbert-base-cased)
with 110M parameters. We used a batch size 4 and tested
the learning rates of 1e-4, 1e-5, and 1e-6, a typically
recommended range of values. We report the setting of
1e-5, the best performer.

To perform text classification using the HerBERT
model, we used the HuggingFace Transformers library,20

which provides tools for common tasks such as text clas-
sification. The implementation aimed at text classifica-
tion (class is named BertForSequenceClassification), is
applied on top of the final hidden state of the [CLS]
token, and contains a dropout layer followed by a linear
layer. This approach allows for training the whole model
for the task at hand (110M or 330M parameters depend-
ing on the HerBERT variant), not only the classification
head. Figure 1 shows a simplified diagram of the Her-
BERT model architecture, composed of 12 encoder layers
for the base variant and 24 layers for the large variant,
followed by a linear classifier layer.

2.3.2 | ada + SVM

In the second approach, we used two separate steps.

In the first step, we computed the embedding vector
representation of each of the texts in our datasets.
Embedding vectors (embeddings) are numerical repre-
sentations of concepts; they reflect texts converted to
sequences of floating point numbers. A popular approach
to compute embeddings is to use pretrained transformer
neural networks. Specifically, embeddings can be
extracted from the last layer of BERT-style networks. In
most cases, embeddings originate from models that were
just pretrained and not fine-tuned to any downstream
task. Their goal is to be usable in many scenarios, such as
text classification, question answering, and information
retrieval.

In the second step, we train a classifier model on such
broadly usable embeddings. Such a classifier is light-
weight and consists of thousands of trainable parameter
weights, as opposed to hundreds of millions as in the
BERT model. For our experiments, we selected the lead-
ing multilingual embeddings, namely OpenAI's text-ada-
002, which can embed up to approximately 6000 words
into a 1536-dimensional vector. While powerful, text-ada-

FIGURE 1 A simplified diagram of a HerBERT-based classifier.

WAWER ET AL. 5
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002 is not open source and is only available via API.†

Thus, users must have an Internet connection to query their
text-ada-002 databases. Additionally, this introduces API
costs and users are locked into one vendor. Unfortunately,
no research paper on OpenAI embeddings is available and
we can only speculate that the solution might be based on
extracting embeddings from a transformer neural network.
For classification, we selected the well-known support vec-
tor machine (SVM) algorithm with a radial kernel.21 The
choice of SVM was due to the algorithm's robustness and
well-proven ability to classify text embedding vectors pre-
computed by a neural network-based text encoder. In par-
ticular, it proved to be the most accurate of the tested
methods in both ASD and SCZ text classification in Refer-
ence 12, where it was applied to embeddings computed
with the Universal Sentence Encoder.

2.3.3 | Data augmentation

Data augmentation techniques might improve model per-
formance in low-data scenarios by generating additional,
synthetic data using the existing dataset. Augmentation
methods are popular in computer vision applications, but
such techniques can be also used for text processing.

We tested a technique based on back-translation. In
this method, we translate each text to some language

(in this case English) and then translate it back to Polish,
the original language. This can help generate text data
containing different words while maintaining the mean-
ing of the text. In other words, for each utterance the
dataset is enriched with its second variant, which is
semantically close or identical, but different at the lexical
and syntactic levels. The Google Translate API was used
to translate the datasets.

3 | RESULTS

3.1 | In-dataset

In the in-dataset scenario, we report the performance of
models evaluated in a 10-fold cross-validation using only
one dataset for both model training and evaluation. For
HerBERT model validation, at each fold, the validation
set consisted of three randomly sampled observations
(texts) taken from the training part of the set, which is
equivalent to 5% of the data. To select the best model, we
used the accuracy reported on this validation set. Table 3
contains the results of TLC and Table 4 the results of
ADOS-2 in-domain experiments.

3.2 | Cross-dataset

In the cross-dataset scenario, we tested knowledge trans-
fer between both datasets—the results are available in

TABLE 3 TLC results: accuracy ± standard error of cross-validation measure, sensitivity, specificity, positive predictive values (PPV),

and negative predictive values (NPV). All reported model results are averaged over 10-fold cross-validation. Data augmentation variants are

denoted as aug.

Model Accuracy ± std err Sensitivity Specificity PPV NPV

HerBERT-base 0.76 ± 0.06 0.72 0.80 0.78 0.74

HerBERT-base + aug 0.68 ± 0.07 0.60 0.76 0.71 0.66

HerBERT-large 0.68 ± 0.07 0.44 0.92 0.85 0.62

HerBERT-large + aug 0.72 ± 0.06 0.72 0.72 0.72 0.72

ada + SVM 0.74 ± 0.06 0.72 0.76 0.75 0.73

TABLE 4 ADOS-2 Book Task results: accuracy ± standard error of cross-validation measure, sensitivity, specificity, positive predictive

values (PPV), and negative predictive values (NPV). All reported model results are averaged over 10-fold cross-validation. Data augmentation

variants are denoted as aug.

Model Accuracy ± std err Sensitivity Specificity PPV NPV

HerBERT-base 0.52 ± 0.07 0.44 0.60 0.52 0.52

HerBERT-base + aug 0.48 ± 0.07 0.48 0.48 0.48 0.48

HerBERT-large 0.58 ± 0.07 0.52 0.64 0.59 0.57

HerBERT-large + aug 0.54 ± 0.07 0.48 0.60 0.55 0.54

ada + SVM 0.42 ± 0.07 0.40 0.44 0.42 0.42

†Accessed on 1.03.2024 https://platform.openai.com/docs/guides/
embeddings

6 WAWER ET AL.
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Table 5. First, we examined zero-shot model perfor-
mance. Zero-shot text classification refers to a task where
a model is trained on a set of labeled examples of one
type (the first dataset) but is then used to classify new
examples from previously unseen text types (the second
dataset). In the zero-shot setting, there is no model train-
ing on the second dataset.

Second, we examined the performance of models
in a scenario where one dataset is used for pretrain-
ing and another one is used for fine-tuning (typical
model training). As in the in-domain scenario, we
report the performance of models evaluated on the
target dataset in a 10-fold cross-validation. For Her-
BERT model validation, at each fold, the validation
set consisted of three randomly sampled observations
(texts) taken from the training part of the set. Again,
to select the best model, we used the accuracy
reported on this validation set. We tested the training
process in two variants, called full and light, where
the training is either 10 epochs or one epoch long.
One epoch-long (light) training should be less prone
to forgetting the previously learned knowledge. We
also test two learning rates: 1e-5 (the best one for
regular model training) and 1e-6 (a low one to avoid
potential forgetting of the information acquired dur-
ing pretraining). In the case of HerBERT models, we
selected the variant that performs the best on the

source dataset. For example, we selected the
HerBERT-large to try on TLC data, as it was the one
that performed best on ADOS-2.

4 | DISCUSSION

Prior research indicates that narrative difficulties com-
prise a core component of social communication deficits
in autism, regardless of heterogeneity in the language
capacities among individuals with ASD.22 In studies on
narrative abilities in autism, various narrative tasks have
been used, including personal narratives, story recall,
and most commonly, storytelling. We investigated the
role of narrative context in the analysis involving autism
detection using machine learning based on textual data.
We compared two samples, for which speech data was
collected in two different narrative contexts. One group
responded to six open-ended questions comprising the
TLC Scale. The other group narrated a story depicted in
pictures in a book task from the ADOS-2 assessment.

Our paper demonstrated the good performance of
automated ASD detection when applied to TLC texts.
The best results were obtained by the smaller HerBERT
variant, HerBERT-base. The accuracy was as high as
0.76, with reasonably high values of the other four met-
rics. This was the single best result of all experiments

TABLE 5 Cross-dataset results: We trained on one (source) dataset and tested on another (target) dataset, with optional training on the

target dataset.

Model (learning rate) Variant Accuracy ± std err Sensitivity Specificity PPV NPV

TLC to ADOS

HerBERT-base (1e-5) Full 0.42 ± 0.07 0.16 0.68 0.33 0.45

HerBERT-base (1e-6) Full 0.46 ± 0.07 0.56 0.36 0.47 0.45

HerBERT-base (1e-5) Light 0.54 ± 0.07 0.24 0.84 0.6 0.53

HerBERT-base (1e-6) Light 0.46 ± 0.07 0.8 0.12 0.48 0.38

HerBERT-base (1e-5) 0-shot 0.42 0.64 0.2 0.44 0.36

ada + SVM 0-shot 0.50 ± 0.07 1 0 0.5 0

ADOS to TLC

HerBERT-large (1e-5) Full 0.66 ± 0.07 0.56 0.76 0.7 0.63

HerBERT-large (1e-6) Full 0.60 ± 0.07 0.48 0.72 0.63 0.58

HerBERT-large (1e-6) Light 0.50 ± 0.07 0 1 0 0.5

HerBERT-large (1e-5) Light 0.50 ± 0.07 0 1 0 0.5

HerBERT-large (1e-5) 0-shot 0.5 0 1 0 0.5

ada + SVM 0-shot 0.48 ± 0.07 0.84 0.12 0.49 0.43

Note: The table reports the following metrics: accuracy ± standard error of cross-validation, sensitivity, specificity, positive predictive values (PPV), and
negative predictive values (NPV). In the variant 0-shot, training is performed only on the source dataset, models are not trained on the target data. The
reported results come from one model. In variants full and light, models are initially trained on the source dataset, and then the training (and testing) is

continued on the target dataset. Results are then averaged over 10-fold cross-validation on the target data. In the full variant, training on the target dataset is 10
epochs, and the variant light is just 1 epoch.

WAWER ET AL. 7
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described in this paper. Notably, the ada+SVM technique
turned out to be not far behind, reaching an accuracy of
0.74. Yet, the comparison of both methods is difficult
since the standard error of cross-validation was at 6–7
percentage points.

Interestingly, for the ADOS-2 data the best variant
was HerBERT-large. The performance was not very high,
with the accuracy reaching 0.56. Future study needs to
investigate why the previous generation of pretrained
models described in Reference 23 achieved better perfor-
mance on this dataset. Possible explanations could
include not utilizing the data structure, as was the case in
Reference 23: we "compressed" the representation of
each person's entire utterance into a single embedding
(as this was the only option to perform cross-dataset
experiments), yet the most effective method in Reference
23 was to individually embed dialogs linked to each page
of the picture book. The performance of “compressed,”
whole utterance embedding reached a similarly bad per-
formance as in our experiments.

The effect of data augmentation was consistently bad,
decreasing the performance of each tested model configu-
ration. It may indicate that autism identification is likely
based on subtle clues that are lost in translation; machine
translating ignores such clues and reflects the most com-
mon, typical language patterns.

The cross-dataset scenario did not yield the expected
improvements. Generic models initialized from HerBERT
checkpoints (without pretraining on another ASD data-
set) performed better than models that were pretrained
on another ASD dataset. This could mean that the differ-
ences between both datasets (in terms of information rel-
evant to detecting ASD utterances) are more pronounced
than the similarities. It is also possible that the cross-
dataset knowledge transfer failed due to too coarse-
grained embeddings, which might be the issue for
ADOS-2.23

The BERT model had significantly higher accuracy in
classifying people from Sample 1 (TLC) than 2 (ADOS-2).
One of the differences between these groups is age—
people from the second sample are younger. Williams
et al.24 compared brain function in children and adults
with autism in a task requiring language processing. The
children and adults with autism differed from each other
in the use of some brain regions during the task, but the
adults with autism had activation levels similar to those
of the control groups. According to the authors, the dif-
ferences between the two autism age groups may be
indicative of positive changes in neural function related
to language processing associated with maturation
and/or educational experience. Although findings from
an MRI study on language processing do not directly
allow for conclusions about the language differences

between autistic adults and children, it seems that the
language of autistic adults may be more similar to that of
neurotypical people than that of autistic children, which
should make the automated classification of older partici-
pants more difficult. Other studies have also indicated an
increase in the language skills of autistic participants
with age. For instance, interesting findings on changes in
cognitive and language skills during development were
provided by the 40-year follow-up by Howlin et al.25 The
authors assessed 60 autistic individuals with an IQ in
the average range as children. Language abilities
improved from childhood to adulthood. However, the
authors did not use strictly linguistic tests but rather
scores derived from the language and communication
scale of the ADI-R. The study by McIntyre et al.26 on
changes in narrative skills in autistic individuals aged
8 to 16 years old without disorders of intellectual devel-
opment also indicated an improvement with age. How-
ever, as the authors pointed out, age was not a significant
covariate in performed analyses after controlling for ASD
symptom severity and lexical-semantic knowledge.

Interestingly, in the first sample there were propor-
tionally more women, both on the autism spectrum and
neurotypical, than in the second sample. Differences in
the speech of women and men have long been recog-
nized, including those detected by automated computa-
tional methods. Although depending on the
analyzed aspects of speech and language as well as the
methodology, the research results vary (e.g., References
27,28). An increasing number of studies point to differ-
ences between the narrative skills of autistic boys and
girls.29,30 Boorse et al.29 showed a unique narrative profile
of autistic girls that overlapped with autistic boys and
typical girls/boys concerning the number of nouns and
cognitive process words (e.g., “think,” “know”) in their
stories. Participants were 7–15 years old, verbally fluent,
and without disorders of intellectual development and
produced narrations during the ADOS-2 Cartoons task.
The authors reported that autistic children of both sexes
used more nouns in their narrations than their neuroty-
pical peers, indicating object-focused storytelling. How-
ever, autistic girls differed from autistic boys by
producing a greater number of cognitive process words.
The recent study by Cola et al.31 indicates that autistic
girls use more social words and particularly more friend
words than autistic boys during interviews conducted as
part of the ADOS-2 assessment. Social words were
defined as words that make reference to other people
(e.g., “classmates,” “everyone,” or “them”), whereas
friend words were defined as words that refer to both
friends and peers (e.g., “buddies,” “best friend”). Partici-
pants were 6–15 years old, verbally fluent, and without
disorders of intellectual development. In our study, the
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group sizes did not allow us to examine sex differences;
however, the larger number of women in Sample 1 where
the TLC interview was used did not decrease the effec-
tiveness of automated detection.

Therefore, it appears that the differences in model
performance might be related to narrative context. The
Book task from the ADOS-2 assesses an individual's abil-
ity to tell a sequential story from a book of pictures.16

Thus the produced narration is fictional, as opposed to
personal narration in the TLC interview. The nature of
the Book task means that some words in the utterances
of autistic participants and controls will be the same,
namely the characters or elements visible in the pictures.
As a consequence, this may reduce the differences
between groups compared with a less structured TLC
interview. The TLC interview, where open-ended ques-
tions are not supplemented by visual stimuli, gave the
respondents much greater freedom and guaranteed a
greater variety of statements. Prior evidence suggests the
role of narrative context: autistic participants exhibited
more difficulties in less structured tasks, such as narrat-
ing personal experiences or describing pictures from the
Thematic Apperception Test, compared with picture
book tasks.32,33 However, these observations were not
confirmed by a meta-analysis conducted by Baixauli
et al.,22 who did not find statistically significant differ-
ences depending on the type of narrative (picture book/
fictional storytelling vs. autobiographical/personal/every-
day activities stories).

Model performance for Sample 2 (ADOS-2) is much
lower than the sensitivity and specificity values that we
obtained for the same narrative task in our previous study.23

We examined two text encoders: embeddings from lan-
guage models (ELMo)34 and Universal Sentence Encoder
(USE),35 and three classification algorithms: XG Boost,36

SVMs,37 and Dense neural network layer.38 Both encoders,
ELMo and USE, achieved sensitivities exceeding 0.70 and a
specificity of 0.68. However, the setup of the previous study
is not entirely comparable. In Reference 23, we tested a set-
ting in which we used the ADOS page structure: for each of
the 16 pages, we computed a separate embedding vector. In
this way, embeddings were sensitive to specific signals
appearing in the context of a specific page. The variant with
a single text, which is a concatenation of all pages and one
embedding vector, turned out to be worse than the variant
with many pages and vectors. For example, the accuracy
score achieved by the USE model with the SVM classifier in
the single vector setting was only 0.58. However, in the cur-
rent study, we cannot use multi-page splitting and separate
vectors because we want the vectors to be universally appli-
cable to both ADOS-2 and TLC. For this purpose, concate-
nation and one embedding vector representing the entire
statement are necessary.

Researchers working on clinical samples in the field
of machine learning face the challenge of relatively small
datasets—significantly smaller than those typically
employed in other types of AI-driven analyses. There
have been attempts to establish criteria for evaluating the
study sample size in machine learning (e.g., Reference
39). Consequently, scientists sometimes opt to employ
data augmentation to increase the quantity of data sup-
plied to neural networks. We decided to compare the
effectiveness of detection also for data subjected to aug-
mentation. We chose the back translation approach,
wherein the text is machine-translated into another lan-
guage (English in our case) and then back into the origi-
nal language (Polish in our case). This approach allows
for a doubling of the number of observations. However,
caution is strongly advised, as different psychiatric condi-
tions are associated with certain linguistic features that
may be lost during the process. The results we obtained
confirmed that this may indeed apply to the autism spec-
trum. Detection in the case of augmented data was signif-
icantly less effective than for the original utterances,
regardless of narrative context. Various atypical features
can be observed in the speech of autistic individuals,
which may be lost in the process of translation and back-
translation. Among these, idiosyncratic or stereotypical
language, non-obvious word combinations, or the use of
words with lower frequency in the language can be men-
tioned.9 Machine translation carries the risk of “polish-
ing” the text to obtain the most typical and linguistically
correct formulations. Also, the language of autistic indi-
viduals may exhibit a pedantic quality or be described as
overly formal and adult-like.40 We argue that augmenta-
tion of textual data in the case of autism spectrum may
result in the loss of valuable linguistic characteristics.

The results of this study highlight the problem of
model performance when transferring to another dataset,
along with the lack of insight into the reasons behind
decisions made by a model. This is a significant challenge
for researchers, hindering the clinical applicability of the
tested models. In addition to the issues described
above—such as small clinical sample sizes relative to the
needs of machine learning models and varying perfor-
mance levels among demographic groups—another prob-
lem involves distinguishing autism from related
conditions. The vast majority of previous studies com-
pared autistic participants to neurotypical ones. A chal-
lenge for future research is to attempt to distinguish
between various psychiatric conditions with overlapping
symptoms, which will be much more similar to the chal-
lenges clinicians face during the diagnostic processes.

The obtained results are promising for the application
of automated methods in studies on the autism spectrum.
Although further research is needed before such models

WAWER ET AL. 9
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can be implemented in clinical settings, one can already
envision their use for screening purposes or as tools to
support clinicians in decision-making processes, akin
to today's standardized paper-and-pencil psychometric
tools. With the advancement of machine learning
methods, automated autism classification is bound to
improve and become more widespread.

To conclude, we applied two state-of-the-art machine
learning methods—a monolingual Polish-language BERT
variant (HerBERT) and Ada OpenAI embeddings fol-
lowed by an SVM classifier—to detect ASD from datasets
of transcribed statements collected using two diagnostic
tools: TLC and ADOS-2. We obtained high classification
performance on TLC and average performance on
ADOS-2 data, in contrast to previous studies.23

We experimented with a cross-dataset setup, where
we predicted ASD on one dataset while training models
on another. The lack of promising results indicates that
the clues used by the models are dataset-specific and
non-transferable to other scenarios, quite likely due to
the different structure of each of the two datasets.

The implications of our study are as follows.
We confirmed that automated detection of ASD from

textual utterances is a promising direction. However,
real-world usage of machine-learning models based on
the current generation of pretrained neural networks,
despite their promising results, needs further research on
explaining model decisions to human practitioners.

We also point to the fact that to obtain top ASD detec-
tion performance, it is advisable to focus on one data type
when training models, explore its dataset-specific structure
to use more fine-grained data representations, of questions
(TLC) or utterances linked to page numbers (ADOS-2), as
opposed to aggregated embeddings of whole utterances.
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